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The program director of one of the nation’s largest foundations and I were discussing a grant idea when our conversation turned to the topic of program evaluation. She revealed that she was under a lot of pressure from her foundation’s trustees to show that the foundation’s grants met their stated goals. While she strongly believed in the importance of demonstrating program effectiveness, she didn’t have a clear idea of how to do it.

Returning to our grant idea, the director tried her hand at designing an evaluation, recommending that we report on outcomes, including how many people have a job and how many have completed high school by the end of the program. On one level, her suggestions seemed smart, reasonable, and doable.

But in fact she had fallen into a trap common among funders, service providers, and policymakers: She confused outcomes, an illusory index of effectiveness, with impacts – the real deal.

Outcome measures show the status of people at a point in time (e.g., before the program, upon leaving it, five years later), such as "55 percent of program graduates were drug-free six months after the program’s completion" or "27 percent of program participants found stable housing within one year." Although these outcome measures seem to say something about effectiveness, they may not, because they fail to take into account one simple fact: Many people would have improved on their own, without help from the program. When programs rely on outcome measures to assess effectiveness, they have no way of differentiating how much of their clients’ improvement is due to the program, and how much is due to clients’ own actions.

So if a program serves many people – usually more advantaged – who manage to improve on their own, the program may be touted as a success. Conversely, if it serves many people – usually more disadvantaged – who are less likely to improve on their own, its outcome measures will be lower and it may be pronounced a failure.

The true measure of a program’s effectiveness is therefore not its outcomes, but its impacts. Impacts are changes in outcomes that the program produces over and above what people would have accomplished on their own. To have an "impact" or to be "effective," a program has to get more people to work or to graduate or out of poverty than would have done so without the program.

Foundations are not alone in their confusion of outcomes with impacts. I recall hearing Vice President Quayle praising the high job placement rate of the Job Training Partnership Act that he had authored, and Governor Dukakis reporting that his Employment and Training Choices program...
Why Outcome Measures Mislead

A recent study of welfare reform programs in Riverside, Calif.; Atlanta; and Grand Rapids, Mich., shows how outcome data mislead. Each of these programs sought to get single mothers off of welfare by requiring them to look for a job or to participate in some combination of short-term vocational training, adult education, or work experience. For the evaluation, people were randomly assigned to one of the following two groups: an intervention group that was enrolled in the site’s welfare reform program, and a control group that was not. Since this study used a random assignment process – creating two virtually identical groups of people whose only difference was whether or not they were enrolled in a welfare reform program – its data can reliably show what the mothers could accomplish on their own (the control group’s outcome), versus what more they could accomplish with the help of the program (the program’s impacts).

Table 1 (p. 71) presents each program’s outcomes and impacts for one measure: the percent of people working at some point in the second year after entering the study. Note that impacts are calculated by subtracting the control group’s outcome from the intervention group’s outcome.

The control groups’ outcomes (first column of numbers) show how many people had found work without the welfare reform programs. The intervention groups’ outcomes (second column of numbers) show how many people enrolled in their site’s welfare reform program had found work.

The intervention groups’ outcome data do not show, however, how many people were employed because of the program. These data are given in the fourth column of numbers – the programs’ impacts.

These impact data hold the surprise, and the caution: Riverside, the site with the lowest intervention group outcome, had the highest impact, with an employment rate eight percentage points above that obtained by the control group. If a foundation had judged success based on outcomes alone, it would have funded the Grand Rapids and Atlanta programs, and not the slightly more successful Riverside one.

Why did the outcome data deceive? The answer lies in the fact that the three sites differ in more ways than just their welfare reform programs. They also have different labor market conditions, childcare opportunities, and kinds of welfare recipients. Riverside, for example, had higher unemployment during the time of the study, making it harder for people to find work, regardless of special program assistance.

Because outcomes jumble together the effects of programs with the effects of myriad other social, economic, and environmental factors, programs operating in strong labor markets or serving more advantaged people may have better outcomes, but actually accomplish less – that is, have less impact. Conversely, programs in weak labor markets or serving the less advantaged may make more of a difference – that is, have greater impact – but register lower outcomes.

This potential disconnect between outcomes and impacts, which is not unusual, raises a red flag for foundations. It doesn’t mean that achieving high outcomes is irrelevant, but it does mean that basing funding decisions on outcome measures alone can be dangerous. This practice may not only cause foundation staff to reward ineffective programs or to neglect effective ones; it may also prompt programs to maximize their outcomes by changing whom they serve, rather than by investing in higher-quality services.

Is Measuring Impacts Worth the Trouble?

Evaluators agree that the most reliable way to measure a social program’s impact is the randomized controlled trial, which is the same method that medical researchers use to assess a new product or procedure’s effectiveness. In this method, evaluators use a lottery (called “random assignment”) to create two groups: one that is enrolled in the program and one that is not.

Because people are randomly assigned to groups – instead of assigned according to some other criterion or allowed to choose – the groups are assumed to be the same on all other social, economic, and environmental dimensions besides the program. Thus
evaluators can conclude that any differences they see between the two groups are due to the program’s influence, and not to other factors.

While other evaluation methods can sometimes be convincing and appropriate, they more commonly lead to uncertainty or the wrong conclusions. The usual result is: We can’t tell. At the same time, randomized studies, while often feasible, can be demanding and expensive. Are they worth it?

In my experience, the more unimpeachable the evidence, the greater the likelihood that an evaluation will be seen as believable, and not just as noise from yet another pressure group. For example, former Senator Daniel Patrick Moynihan stated that the Ford Foundation-sponsored studies of state welfare reform initiatives shaped his own welfare reform legislation. His senior staffer attributed the studies’ influence in large part to their “rigorous methodology – experimental design with random assignment.”

Congress later asked the U.S. Department of Health and Human Services to use randomized studies to assess both the 1988 and 1996 welfare reform bills.

Arguments for education reforms have likewise heavily drawn on rare randomized studies. Proponents of prekindergarten programs have cited the Perry Preschool and Abecedarian studies, and states have used the Tennessee STAR experiment to argue for reduced class size. Just as importantly, rigorous studies of unsuccessful programs for disadvantaged high school dropouts have moved that field away from dead ends and toward more promising innovations.

### When and How to Measure Impacts

Despite the importance of measuring impacts, no foundation can do this for all of its programs. Here are some guidelines for when and how to approach effectiveness evaluations:

1. Discuss the meaning of effectiveness with trustees, staff, and grantees. This will encourage the collection of more meaningful data and discourage the “cherry-picking” of programs and clients that would show high outcomes.

2. Fund programs that adapt and replicate strategies that high-quality studies have already proven effective.

3. If no rigorous studies exist in a central program area, advocate for a study that will address the big questions. This study should not only measure the programs’ impacts, but should also explore the management strategies and service practices that lead to superior or poor performance.

You probably will not be able to launch this study alone, and will thus need like-minded collaborators. When you seek to sell the evaluation, focus not only on its direct cost, but also on its long-term potential to influence policy.

4. Resist pressure to assess the effectiveness of all grants or programs. Do not be embarrassed to say that an evaluation would be too expensive if done adequately or a waste of money if done poorly.

Whatever the program area, identifying and promoting policies and practices that work are fundamental to making things better. So is shedding those that do not. If we can accurately assess programs’ effectiveness, we have the potential to shift resources toward programs with the greatest impact, to defend successful activities from assault, to preserve or increase funding in the areas we care about, and ultimately, to help more people in more useful ways.
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